APPENDIX
Learning Optimal Control for Remote Patient Monitoring Systems

APPENDIX I

A. Dynamic Programming Equation

The dynamic programming equations satisfied by the

optimal control V*(-,-) are as follows.
(i) At the critical health state h = 0,

V*(i,0) = V*(0,0) = C,,
(ii) For health states 1 < h < H — 1,

V*(i,h) = V*(o, h)

— min {c,» + V{Aiv*(i, h+1)+ pV* (i, h — 1)},

C,+7v [)\OV*(O, h+1)+ pu,V*(o,h — 1)} }

(iii) At health state H,

V*(0, H) = V*(i, H)

= min {Cl + 7[/\1-1/*(2', H) + /Liv*(i, H— 1):|,

Co + W[AOV*(O, H) + p1oV* (0, H — 1)} }

B. Proof for Theorem 1

Proof. Theorem 1 from [1] states that when H — oo, the
optimal policy is 7, when

’Y()\z - )\o) S Ci/cc- (1)

Here 7, is the policy where the patient always stays in
ordinary monitoring, i.e., threshold-based policy m, ; with
h = 0. Theorem 2 from [1] states that the optimal policy is
7, ;, With some h when the following are satisfied -

fY()\z - )\o) > Ci/cc> (2)
and
Yto(1 + Ypo)
L =2 Xotto
Note that (2) is the complement of (1) and hence one of them

is always true. Hence we only need to verify that equation
(3) is satisfied. Condition (3) is satisfied when

14 1+4/p,
2 i

which is satisfied for sufficiently large 1/+. This completes
the proof for Theorem 1. O
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C. Experiment Details

In this section, we present complete experimental details

for the plots presented in the main paper.

a) Figure 2 - Evolution of the computed policy for a single
run (optimal threshold = 2)
o Each episode comprised of 10 patients.
o True Parameters: H = 10, A\, = 0.2, \; = 0.5,C, =

0,C; = 30,C. = 500,y = 0.9. The optimal
threshold is 2.

e Priors: Ao, = 0.1,X;, = 02,Cop = 0,05, = 3.
The initial threshold is 9.

« Prior Strength: ng = 1000

o Exploration schedule: oy, = ozexpg (h 2212&'(

with a = 0, hpeax = H — 3, O'_Z
b) Figure 3a - Average time to reach critical health for

different initial thresholds

« Each episode comprised of 5 patients.

e True Parameters: H = 10, A\, = 0.2, \; = 0.5,C, =
0,C; = 15,C. = 500,v = 0.9. The optimal
threshold is 4.

e Priors: A\, = 0.2,);, = 0.5,C,p, = 0,C;, €
{4,9,18,31}. The initial thresholds are 8,6, 4,2 for
Cip =4,9,18, 31, respectively.

e Prior Strength: nyg = 1000

202

(h — hpeak)2>

o Exploration schedule: o, = avexp <—

with @ = 10, hpesx = H — 3, 0 = —

c) Figure 3b - Percentage of converged runs after each
episode for different prior strengths

« Each episode comprised of 5 patients.

e True Parameters: H = 10, A\, = 0.2, \; = 0.5,C, =
0,C; = 30,C. = 500,y = 0.9. The optimal
threshold is 2.

e Priors: Ao = 0.1, X, = 02,0, =
The initial threshold is 9.

e Prior Strength: ny € {10,100, 1000, 10000}

(h — hpear)? )
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0,Cip = 3.

o Exploration schedule: aj, = aexp|( —

with o = 1000, hpeak = H — 3, 0 = %
d) Figure 3c - Percentage of converged runs after each
episode for different optimism levels
« Each episode comprised of 10 patients.
o True Parameters: H = 10, A\, = 0.2, \; = 0.5,C, =
0,C; =1,C. = 500,v = 0.9. The optimal threshold



is 9.

o Priors: Ay, = 0.1, A\ = 0.2,Cyp = 0,C;, = 20.

The initial threshold is 0.

« Prior Strength: ng = 150

Exploration schedule: ap, = aexp| —

(h— hpeak)2>

202
with a € {10,40,60,100,1000}, hpewx = H -
H
37 g = Z

e) Figure 3d - Average discounted cost for different opti-
mism levels

Each episode comprised of 10 patients.

True Parameters: H = 10, A\, = 0.2, \; = 0.5,C, =
0,C; =1,C. = 500,v = 0.9. The optimal threshold
is 9.

Priors: A, = 0.1,);, = 0.2,C, , = 0,C; , = 20.
The initial threshold is O.

Prior Strength: ng = 150

Exploration schedule: o, = aexp|( — 552

o
with o € {10,40,60,100,1000}, hpeax = H —
H

3, 0=—.
y O 4

(h — hpeak)2)

D. Health-State-Dependent Parameters
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