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• Technology enabled healthcare
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Multidimensional Health State
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• Multidimensional health states: 𝒉 = ℎ(1), ℎ(2), … , ℎ(𝑛)

• ℎ(𝑖) ∈ {0,1, … , 𝐻}

• 𝑛 different health measurements

• “Higher” health state ⇒ Better health

• For better visualization, we work with 2 states
• 𝒉 = (ℎ(𝑥), ℎ(𝑦))

• Set of critical health states - ℋ𝐶 = {𝒉 | 𝑔 𝒉 ≤ 𝑐}
• Health falls below certain threshold

• Examples:
• Both measurements are zero

• Either measurement is zero
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• Markov Decision Process

• Time period: 𝑡 ∈ {0,1,2 … }

• Health states: ℎ𝑡 = ℎ𝑡
𝑥

, ℎ𝑡
𝑦

• Monitoring States: 𝑚𝑡 ∈ {𝑜, 𝑖}
• 𝑜: Ordinary Monitoring

• 𝑖: Intensive Monitoring

• Overall State: 𝑠𝑡 = (ℎ𝑡, 𝑚𝑡)

• Action/Control: 𝑎𝑡 ∈ {𝑜, 𝑖}

• Costs: 𝐶𝑜, 𝐶𝑖, 𝐶𝑐

• Evolution stops when a critical health state is reached



One-Dimensional Model1
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• 1 S. Chandak, I. Thapa, N. Bambos, D. Schienker, “Tiered Service Architecture for Remote Patient Monitoring”, IEEE 
Healthcom 2024

Multidimensional Model
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•The transition probabilities satisfy:
• 𝜆𝑖,𝑥 ≥ 𝜆𝑜,𝑥

• 𝜆𝑖,𝑦 ≥ 𝜆𝑜,𝑦

•The costs satisfy: 
• 0 ≤ 𝐶𝑜 ≤ 𝐶𝑖 << 𝐶𝑐
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14

• Value Function

𝑉∗ 𝑠 = min
𝑎 ∈ 𝑜,𝑖

𝑐 𝑠, 𝑎 + 𝛾 ෍

𝑠′∈ 𝑆

𝑃 𝑠′  𝑠, 𝑎)𝑉∗ 𝑠′

• Optimal Policy

𝜋∗ 𝑠 = argmin
𝑎 ∈ 𝑜,𝑖

𝑐 𝑠, 𝑎 + 𝛾 ෍

𝑠′∈ 𝑆

𝑃 𝑠′  𝑠, 𝑎)𝑉∗ 𝑠′



Intuition from One-Dimensional Model1
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• Threshold-based policy 
• When ℎ > തℎ:

• Ordinary Monitoring

• When ℎ ≤ തℎ:
• Intensive Monitoring

• Proof Technique:
• Moment Generating Function (MGF) of 

the hitting time of critical health state

• 1 S. Chandak, I. Thapa, N. Bambos, D. Schienker, 
“Tiered Service Architecture for Remote Patient 
Monitoring”, IEEE Healthcom 2024



Switching Curve Policies
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• Set of critical health states – ℋ𝐶 = {𝒉 | 𝑔 𝒉 ≤ 𝑐}

• Optimal Policy characterized by some function 𝑓 ⋅ ∶ ℋ ↦ ℝ
• If 𝑓 𝒉 ≤ 0 : Intensive Monitoring

• If 𝑓 𝒉 > 0 : Ordinary Monitoring

• 𝑓 𝒉 = 0 is the Switching Curve

• Same intuition as before:
• Shape of switching curve dictated by the hitting time



Critical Health State - 1
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Critical Health State - 2
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Critical Health State - 3

19



Critical Health State - 4
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Conclusion
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• Tiered monitoring system with multidimensional health states

• Policies based on Switching Curves

• Extensions
• Learning

• Non-Markovian model
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